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ABSTRACT

High quality data is essential in every field of research for valid research findings. The 
presence of missing data in a dataset is common and occurs for a variety of reasons such 
as incomplete responses, equipment malfunction and data entry error. Single and multiple 
data imputation methods have been developed for data imputation of missing values. This 
study investigated the performance of single imputation using mean and multiple imputation 
method using Multivariate Imputation by Chained Equations (MICE) via a simulation study. 
The MCAR which means missing completely at random were generated randomly for ten 
levels of missing rates (proportion of missing data): 5% to 50% for different sample sizes.  
Mean Square Error (MSE) was used to evaluate the performance of the imputation methods. 
Data imputation method depends on data types. Mean imputation is commonly used 

to impute missing values for continuous 
variable while MICE method can handle 
both continuous and categorical variables. 
The simulation results indicate that group 
mean imputation (GMI) performed better 
compared to overall mean imputation (OMI) 
and MICE with lowest value of MSE for all 
sample sizes and missing rates. The MSE 
of OMI, GMI, and MICE increases when 
missing rate increases. The MICE method 
has the lowest performance (i.e. highest 
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MSE) when percentage of missing rates is more than 15%. Overall, GMI is more superior 
compared to OMI and MICE for all missing rates and sample size for MCAR mechanism. 
An application to a real dataset confirmed the findings of the simulation results. The findings 
of this study can provide knowledge to researchers and practitioners on which imputation 
method is more suitable when the data involves missing data.

Keywords: MICE, missing data, multiple imputation, simulation, single imputation

INTRODUCTION

High quality data is important to ensure correct information and valid findings for better 
evidence-based decision-making. One of the key concerns related to data quality is missing 
data. Missing data can occur for various reasons during the data collection process, such as 
incomplete responses (Pampaka et al., 2016; Barnett et al., 2017), equipment malfunction 
(Masconi et al., 2015; Gopal et al., 2019) and manual data entry errors (Bhati & Gupta, 
2016). Incomplete data is a serious data quality problem since it leads to a reduction 
of statistical power, bias in parameter estimates, and loss of efficiency in the analytical 
process (Kaiser, 2014; Ayilara et al., 2019; Hughes et al., 2019). These problems have led 
to extensive research on developing methods to treat missing data. 

Data imputation is widely used to deal with missing data in many areas such as medical 
research (Pedersen et al., 2017; Sullivan et al., 2018; Turner et al., 2019; Stavseth et al., 
2019), organizational research (Newman, 2003; Fichman & Cummings, 2003; Newman, 
2014) and educational research (Grund et al., 2018; Shi et al., 2019). The main objective of 
data imputation is to replace any missing data with estimated values to obtain a complete 
dataset. The estimated values could be from the calculated mean, median, mode, predefined 
value of missing variable or values that are obtained from the predictive model (Malarvizhi 
&Thanamani, 2012). 

One of the important considerations in addressing missing data is identifying the 
mechanism of missing data. There are three types of missing data mechanisms known as 
MCAR, missing at random (MAR) or missing not at random (MNAR). The mechanism and 
pattern of missing data plays an important role during the selection of imputation methods. 
They have greater impact on research results compared to the proportion of missing data 
(Tabachnick et al., 2007; Song & Shepperd, 2007). There is a need to address these issues 
properly to help in selecting appropriate data imputation methods. If a study employs 
improper imputation methods, it may lead to incorrect data analysis, false conclusions, 
and erroneous predictions (Chaudhry et al., 2019). Reliable data imputation methods are 
needed as the outcome of data analysis tasks relies upon efficient handling of missing data.

Several data imputation methods have been developed such as mean imputation, 
hot deck imputation, regression imputation and Multivariate Imputation by Chained 
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Equations (MICE). The simplest and commonly used method is by replacing the missing 
data with the mean of the continuous variable. Various studies have been conducted on 
the performance of data imputation methods. The study conducted by Le et al. (2018) 
compared the performance of four data imputation method, Expectation Maximization 
(EM), Multiple Imputation, K-Nearest Neighbor and Mean Imputation in healthcare dataset. 
The results showed that imputation using EM outperformed other methods with lowest 
RMSE value. Jadhav et al. (2019) compared seven imputation methods namely mean 
imputation, median imputation, k-NN imputation, predictive mean matching, Bayesian 
Linear Regression (norm), Linear Regression, non-Bayesian (norm.nob). They reported 
that k-NN imputation method is the more superior imputation method. Recently, Kamatchi 
and Baranidharan (2019) proposed deep learning imputation method (DNN) and compared 
it with statistical imputation methods (Mean, imputation with zero or constant, Stochastic 
Regression imputation, Extrapolation and Interpolation and Hot-Deck imputation, 
MICE), machine learning methods (K-nearest neighbour) using an Autism dataset. Their 
results showed that DNN outperformed statistical and machine learning methods. The 
study by Ochieng’Odhiambo (2020) investigates the three most common conventional 
methods (Listwise, Mean Imputation, Median Imputation) in handling missing data. Their 
finding showed that median imputation was a better data imputation method among the 
conventional methods.

 The aim of this study is to evaluate the performance of single and multiple 
imputation methods for continuous variable via a simulation study. The selected single 
imputation method is mean imputation while the multiple imputation method is MICE. 
In this simulation study, MCAR missing data were generated for different sample size 
and missing rates ranging from 5% to 50%. Then, the performance of these imputation 
methods was evaluated based on Mean Square Error (MSE). The simulation approach 
allows the researcher to control the parameter in order to study the pattern and changes 
in the estimation of each imputation method. The simulation procedures were carried out 
using R programming language software. The imputation methods were applied to a real 
dataset taken from the Kaggle website to validate the findings of the simulation study.

MATERIALS AND METHODS

Missing Data Mechanisms

The mechanism of missing data describes the reason the values are missing. Little and 
Rubin (1987) classified the mechanisms of missing data into two major types known as 
ignorable and non-ignorable missingness. Non-ignorable means that the missing data 
mechanism is related to the missing values. It is referred to as non-ignorable since the 
missing data mechanism itself must be modelled when dealing with missing data. There 
is a need to include some model for why the data are missing and what the likely values 
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are. Ignorable missingness however ignores any information about the missing data itself 
when dealing with missing data. Missing Completely at Random (MCAR) and Missing 
at Random (MAR) are classified under ignorable missingness, whereas Missing Not at 
Random (MNAR) is non-ignorable missingness (Aljuaid & Sasi, 2016; Chhabra et al., 
2017). The mechanism of missing data is determined by the dependency of K on the 
variables in the data set where K represents the missing data indicator, Yobs is the observed 
values, and Ymiss is the missing values.

The probability of missingness is related to observed data but not on the missing data 
itself for the MAR mechanism (Ma & Chen, 2018; van Ginkel et al., 2019; Li et al., 2019). 
There is a systematic relationship between missing data and observed data in the dataset. 
The MAR assumption is defined as Equation 1:

    [1]

while the stronger assumption of MCAR can be written as Equation 2:

     [2]

which implies the missing data indicator, K is completely unrelated to both observed 
and missing data (Aljuaid & Sasi, 2016; Abidin et al., 2018; Madley-Dowd et al., 2019). 
MCAR is a special case of the MAR mechanism and represents the highest level of 
randomness. Finally, any missing data that does not satisfy Equation 1 and 2 is classified 
as MNAR where the missing indicators, K are related to missing data itself (Dettori et al., 
2018; Goretzko et al., 2019). The assumption of the MNAR mechanism can be expressed 
as Equation 3:

    [3]

Data Imputation Methods

Data imputation is a powerful and widely used method in treating missing data. An 
imputation method preserves the sample size of data by imputing with estimated values 
without discarding cases with missing data. There are single or multiple imputation 
methods (Dettori et al., 2018). Single imputation treats missing data by replacing with 
a single value for all missing data of that variable (Pederson et al., 2017; Papageorgiou, 
2018). As the same values are used to replace each missing data, it ignores the uncertainty 
of the parameter estimates (Salgado et al., 2016; Yadav & Roychoudhury, 2018). Multiple 
imputations overcome this problem by considering the uncertainty associated with missing 
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data, which was unaccounted for in single imputation (Pedersen et al., 2017). However, 
single imputation methods are popular among the researchers partly due to their simplicity 
and availability in many statistical software. The most basic single imputation is arithmetic 
mean imputation proposed by Wilks (1932). Mean imputation can be categorized into 
overall mean imputation (OMI) and group mean imputation (GMI). Thus, OMI and GMI are 
categorized under single imputation while Multivariate Imputation by Chained Equations 
(MICE) falls under multiple imputation methods.

Single Imputation

Overall Mean Imputation (OMI). In overall mean imputation, the mean of the observed 
values of the variable is used to impute missing data in the same variable. Thus, the mean 
of the non-missing values of that particular variable will be calculated and then used to 
replace each missing value. This can be expressed by the mathematical Equation 4 (Sim 
et al., 2015):

( ) | ( )
 

|

j
j k

i
k I complete

XX
n I complete∈

= ∑     [4]                        

where j
iX is the ith instance (or case) for the jth variable, while j

kX  is the non-missing value 
of the jth variable. I(complete) is an index set with 1 if j

iX  is non-missing and 0 otherwise, 
and | ( ) |n I complete is the total number of observed values (non-missing cases) in the 𝑗th 
variable.

Group Mean Imputation (GMI). Group mean imputation is also known as similar case 
imputation. In GMI, the mean of the observed data is calculated based on the underlying 
group. Thus, the mean of non-missing data of that particular variable will be calculated 
separately. For instance, mean of group based on male and female and then replace each 
missing data according to the gender. The group mean can be expressed by the mathematical 
Equation 5:

,
,
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where ,
j

m iX  is the ith instance (or case) for the jth variable of the 𝑚th class. I(complete) is  
an index  set with 1 if  ,

j
m iX  is non-missing and 0 otherwise, and | ( ) |n I complete is the total 

number of observed values (non-missing cases) in the 𝑗th variable of the 𝑚th class.
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Multiple Imputation

Multivariate Imputation by Chained Equations (MICE). Multivariate Imputation by 
Chained Equations is a particular multiple imputation technique (Van Buuren, 2007). MICE 
is also known as fully conditional specification (FCS) that is widely used in handling missing 
data.  It is an extension of single imputation that gives much better results since missing 
data are estimated multiple times (m times) which reflects the uncertainty of parameter 
estimates of the imputed variables (Zhang, 2016). In the MICE procedure, imputation is 
carried out by conducting series of estimations whereby each variable with missing data 
is modeled according to its distribution. An introduction to the MICE method is given 
in the paper by Buuren and Groothuis-Oudshoorn (2010) which provided good practical 
resources to guide researchers in implementing this method. The MICE imputation method 
can be described in a three-step procedure (Ratolojanahary et al., 2019; Lo et al., 2019):

(i) Imputation phase 
(ii) Analysis phase
(iii) Pooling phase

In the imputation phase, missing data are imputed for m > 1 times resulting in multiple 
imputed datasets (m imputed datasets). Then, in the analysis phase, each m imputed dataset 
is analyzed separately to obtain the parameter estimates and standard errors (m point 
estimates and standard errors) by using a standard statistical procedure. In the pooling 
phase, the m point estimates and standard errors for each analysis are then pooled together 
to get overall estimates and standard errors. The estimated parameter Pi can be donated 
by �iP  from the thi  dataset. Then, the pooled estimates of the parameter P can be obtained 
as Equation 6 (Dong & Peng, 2013):

∑
=

=
m

i
iP

m
P

1

ˆ1

       
[6]                

while C  is the within imputation variance (Equation 7)

∑
=
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which is the average of the estimated variances for ith imputed datasets. The variance 
estimates from the ith

 dataset is denoted as �iV . The between imputation variance, W is 
the variability of the imputed values for multiple imputed datasets and can be written as 
Equation 8:
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The variance of the pooled estimate is the weighted sum of two variances (within 
imputation ( )C , between imputation variance (W) and can be written as Equation 9:

1( ) (1 )Var P C W
m

= + +      [9]          

where ( 1
m) is an adjustment for the randomness associated with a finite number of 

imputations. 

Performance Evaluation Measure 

The evaluation of the imputation methods is based on Mean Square Error (MSE). Based 
on the past studies (Gad & Abdelkhalek, 2017; Abidin et al., 2018; Nwakuya & Nwabueze, 
2018), MSE is the most commonly used metric in evaluate of the performance of 
different imputation algorithms for continuous variables. The MSE measures the 
discrepancy between imputed and actual observed values. The best imputation method 
will be the one with the lowest MSE which indicates that the predicted values are close to 
the actual values. MSE is calculated as Equation 10:

2

1
( )

n
actual imputed
i i

i
x x

MSE
n

=

−
=
∑

     [10]

where actualx  is the actual observed values and imputedx is the imputed values, and n is the 
number of cases (observations).

METHODS

Study 1: Simulation Study
The simulation study was carried out to provide empirical evidence on the performance 
of single and MICE imputation methods in handling missing data. The simulations were 
conducted using R programming language software. This study adopted the simulation 
approach by Wah et al. (2018) for generating data with a binary Y and continuous 
independent variables. As most data imputation methods depend heavily on the assumption 
of normality (Scheffer, 2002), two continuous independent variables (X1, X2) were 
simulated from standard normal distributions. Data were generated for various sample sizes, 

(30,50,100,200,500,1000)n  and ten levels of missing rates, 5% to 50% (with 5% increment) 
under the MCAR mechanism. The MCAR approach is by removing data randomly from 
a variable. Little’s MCAR Test (Little, 1988) was used to test the assumption of MCAR. 
The null hypothesis (H0) is missing data are MCAR. If we reject the null hypothesis under 
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Little’s Test of MCAR, the data may then be assumed to be MAR or MNAR. Some packages 
in R were used to carry out the simulation study. The ‘missForest’ (Stekhoven & Bühlmann, 
2012) package was used to generate missing data MCAR randomly from the simulated 
dataset and ‘mvnmle’, and ‘BaylorEdPsych’ were used for conducting Little’s MCAR Test. 
The ‘mice’ (Van Buuren et al.,1999) package was used to impute incomplete multivariate 
data by chained equations. Although, simulation study was carried out in previous works 
to compare the performance of imputation method, the findings were based on different 
parameters such as missing data mechanism, sample size, percentage of missing data. This 
simulation study, however, dealt with all these parameters simultaneously for continuous 
missing variables. The simulation involves 1000 replications.

The procedure of the simulation process is as follows:
1. Simulate n data for two continuous independent variables from standard normal 

distributions N (0,1).
2. Calculate z = (0.7+ 1.08*X1+1.69*X2) and ( ) 1

1 zx
e

π −=
+

3. Simulate the data u from a random uniform distribution, U (0,1).
4. Generate the Y dependent variable for binary logistic regression by using the 

rule of y=1 if u Pr(Y), if else assign y = 0.
5. Artificially create ten levels of missing rates under the MCAR mechanism: 

5% to 50% (with 5% increment)
6. Test the assumption of MCAR using Little’s Test of MCAR.
7. Apply data imputation method for each sample size with different missing 

rates.
8. Obtain MSE.
9. Perform 1000 simulations and average MSE over 1000 simulations.

Steps 1 to 9 were repeated for each sample size, n(30, 50, 100, 200, 500, 1000).

Study 2: Application to a Real Dataset
To validate the findings of the simulation study, the imputation methods were applied to 
a Human Resource (HR) dataset which was taken from the Kaggle website. The Human 
Resource dataset consists of 15000 observations with 10 features. The outcome variable 
is status which represents the status of employee turnover (1 = Left (23.81%) and 0 = Stay 
(76.19%)). The selected variables are sl and le which represent the values of satisfaction 
level and last evaluation, respectively. The variables sl and le are selected as these variables 
are continuous variable while the other variables (number of projects, average monthly 
hours, time spend at company, accident at work, promotion last 5 Years, position at work, 
level of salary) were classified as discrete and categorical variables. The summary statistics 
of satisfaction level (sl) and last evaluation (le) are given in Table 1.
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Using the original dataset, sample sizes of 30, 50, 100, 200, 500, and 1000 were 
randomly selected from the 15000 observations to study the effect of small, medium and 
large sample size. We follow the work by Cheema (2014), who selected 10 sub-samples 
size (small to large sample) from ( 10000n = ) simulated dataset to study the effect of sample 
size on the performance of missing data treatment. Missing data in the HR dataset were 
generated randomly for 5% to 50% missing rates. Single imputation and MICE methods 
were then applied and the MSE was obtained to evaluate the performance of each imputation 
method.

RESULTS AND DISCUSSION

Study 1: Simulation Results
This section presents the simulation results. Table 2 displays the result of Little’s Test of 
MCAR which tests the assumption of MCAR. The result indicates that the assumption of 
MCAR is satisfied since the p-value for all sample sizes and missing rates is greater than 
0.05. This test confirmed that missing data were simulated under the MCAR mechanism.

Table 3 shows the simulation results of each imputation method for different levels of 
missing rates and sample sizes. The best imputation method is determined based on the 
lowest MSE. 

Based on the simulation results shown in Table 3 and line chart in Figure 1, the MSE 
of group mean imputation (GMI) is the lowest compared to OMI and MICE regardless of 
missing rates and small sample size. Imputation using MICE has the highest MSE compared 
to OMI and GMI regardless of missing rates and small sample size.

Thus, in terms of single imputation methods, GMI is more superior compared to OMI. 
The line chart in Figure 1 also show that the MSE for all three methods (OMI, GMI, MICE) 
increases when missing rate increases with MICE having the highest increase in MSE. 
This simulation results support the findings by Schmitt et al. (2015), whose results showed 
that the RMSE for mean imputation and MICE increased with increasing missing rates. 

Overall, it can be concluded that single imputation method by group mean (GMI) is 
more superior compared to overall mean (OMI) and MICE in treating missing data for all 
sample sizes regardless of missing rates. In addition, it is not recommended to perform 
imputation using these methods if missing rate is more than 15% due to the large MSE.

Table 1
Summary Statistics

Variable Group Mean Standard Deviation Skewness Kurtosis
Satisfaction Level (sl) 1=Left 0.4402 0.2640 0.291 -1.034

0= Stay 0.6668 0.2171 -0.605 -0.215
Last Evaluation (le) 1=Left 0.7182 0.1977 -0.014 -1.710

0= Stay 0.7155 0.1620 -0.039 -1.014
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Figure 1. Line chart of MSE for different missing rates
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Performance Measures of Different Imputation Methods

The pattern of data imputation methods was observed based on MSE for different missing 
rate and sample size using clustered boxplots. The clustered boxplots of MSE for the three 
imputation methods are shown in Figures 2 and 3. Figure 2 shows the pattern of MSE for 
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different missing rate at a fixed sample size. The clustered boxplots show that MSE of single 
imputation (OMI and GMI) are quite similar for samples sizes ( 30,50)n =  and missing 
rate (5%). For sample sizes 100 and above, GMI has the lowest MSE for all missing rates. 
In Figure 3, the MSE for different sample size at a fixed missing rate was observed. The 
clustered boxplots show that the variability of MSE decreases as sample size increases. It 
can be concluded that the GMI method is more superior compared to OMI and MICE for 
all sample sizes regardless of missing rates. 

Figure 2. Clustered boxplots of MSE for different missing rates
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Clustered Boxplot for 5% Missing Rate
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Figure 3. Clustered boxplots of MSE for different sample size
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Table 4 shows the recommendation of imputation methods for each level of missing 
rate and sample size based on the simulation results.

Table 4
Recommended Method for Each Sample Size and Missing Rate

Sample 
Size

Missing Rates
5% 10% 15% 20% 25% 30% 35% 40% 45% 50%

30 GMI GMI GMI GMI GMI GMI GMI GMI GMI GMI
50 GMI GMI GMI GMI GMI GMI GMI GMI GMI GMI
100 GMI GMI GMI GMI GMI GMI GMI GMI GMI GMI
200 GMI GMI GMI GMI GMI GMI GMI GMI GMI GMI
500 GMI GMI GMI GMI GMI GMI GMI GMI GMI GMI
1000 GMI GMI GMI GMI GMI GMI GMI GMI GMI GMI

Study 2: Results of Application to Real Dataset

The imputation methods were then applied to the HR dataset. Table 5 displays the result 
of Little’s Test of MCAR for the real dataset. This test confirmed that missing data in the 
real dataset satisfied the assumption of the MCAR mechanism. Table 6 summarizes the 
results of the experiment. The MSE for GMI were observed to be lowest across different 
levels of missing rates and sample sizes. This indicates that the single imputation method 
using GMI outperformed the OMI and MICE imputation methods. The MSE for both single 
imputation methods and MICE increased with increasing missing rates. These results also 
confirmed the finding of the simulation results.

CONCLUSION

The study evaluated the performance of single imputation methods using mean with MICE 
(Multivariate Imputation with Chained Equations). The result of Little’s Test of MCAR for 
both simulation study and real dataset confirmed that missing data satisfied the assumption 
of MCAR. The simulation results showed that GMI is superior compared to OMI and MICE 
for all sample size, regardless of missing rates. However, OMI or GMI can be used when 
samples size is small ( 30,50)n =  and missing rate is low (5%). The MSE for OMI, GMI 
and MICE increased with increasing missing rates. MICE was found not to perform well 
especially when missing rate was high (more than 15%). The MSE of MICE appeared to 
be high when missing rates were more than 15% compared to when missing rates were 
below 15%. An application to a real dataset confirmed the findings of the simulation results 
that GMI performed well for all sample sizes and missing rates. There are several other 
advanced imputation methods such as Regression Imputation, Regression Tree Imputation, 
and KNN Imputation methods. The limitation of this study is that only continuous missing 
attribute was considered. Future work will include a simulation study involving categorical 
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or mixed types of variables. The issue of missing data for auto correlated data or time series 
data also will be interesting for future research.

The R-syntax for the simulation study and data imputation methods using R 
programming can be obtained from the first author, Nurul Azifah Mohd Pauzi. The basic 
data imputation R commands are given in the Appendix.
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